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Machine learning has emerged in many fields thanks to its ability to extract meaningful information from
large data sets, solve complex problems, and make predictions about the future. In healthcare, machine learn-
ing is used in various applications such as disease diagnosis, treatment planning, patient monitoring, and
personalized healthcare. However, for these applications to be successful, large size of data are needed. Con-
cerns about the privacy and confidentiality of health data make it difficult to collect this data on centralized
servers and limit the effectiveness of data-driven models. Because of the need to protect privacy, collecting
and analyzing individual patient data in a centralized system becomes a major challenge. Federated learning
is a machine learning approach that allows data to be processed locally without being collected on a central
server, and only model parameters are sent to the central server. This method provides secure model training
by reducing network traffic while maintaining the confidentiality of the data. In this paper, we focus on dia-
betes prediction using the duCBA method developed for federated learning architecture. For model training,
a dataset called Diabetes Health Indicators on the Kaggle platform was used. To manage the data flow and
perform model training securely, three different environments were used: a central server, a Flask-based API
server, and clients. Clients provide secure data privacy by performing distributed model training on their
local data without sharing the data. The API and the central server are run in the Google Cloud Platform
environment. The API server collects local model updates from clients and sends them to the central server
using WebSocket when it has enough models. After the central server performs the model merge, it sends the
updated global model to the API server. The API server then distributes this model to the clients. With this
structure, clients participate in a centralized global model training process through the API without directly
accessing the central server, and communication security is ensured through the WebSocket protocol. As a
result of the tests conducted in the prototype application, the accuracy value of the model was calculated as
70%. These results support the wide applicability of federated learning in the healthcare domain.
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